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Biclustering 
•  Simultaneous clustering of rows and 

columns of a matrix. 



Biclustering 
•  Cheng and Church original heuristics 

suffer of random interference. 
– …produced the masking of null values and 

discovered biclusters with random numbers. 

•  Yang et. al. developed a probabilistic 
move-based algorithm called FLOC. 
– …by locating biclusters simultaneously rather 

than sequentially. 



FLOC 
•  Starts from a set of seeds (initial biclusters). 
•  At each iteration, each row and column is moved 

among biclusters to produce a better biclustering 
in terms of lower mean squared residues. 

•  The best biclustering obtained during each 
iteration will serve as the initial biclustering for 
the next iteration. 

•  The algorithm ends when the current iteration 
fails to improve the overall biclustering quality. 



FLOC 
•  Profiling... 
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Experiments 
CPU FLOC GP-GPU FLOC 

* All experiments were run in an Intel i7 980 machine with 16 GB of RAM and Gainward GeForce 
GTX 480 video cards with 1.5 GB of RAM each. 
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Experiments 
•  Larger matrices: 5000 x 5000 

– GPU implementation spent two days. 
– CPU version spent more than a week (and 

still running…). 



Experiments 
•  Real world data: Gasch (2000). 
•  Dataset contains 6152 genes and 173 

diverse environmental transition conditions 
such as temperature shock, amino acid 
starvation, and nitrogen source depletion. 
– GPU implementation spent 2 hours. 
– CPU version spent 9 hours. 



Discussion 
•  Preliminary results show that the use of 

GPU acceleration can substantially 
improve the performance of biclustering 
methods. 
– …help bioinformatic software to cope with the 

large amount of data that Next Generation 
Sequencing technology is providing. 



Discussion 
•  Memory transfers from the host CPU to 

the GPU devices over the PCI- Express 
bus is the main issue when programming 
GPU applications. 
– …bottleneck of the system, especially if large 

amounts of data need to be transferred over 
the bus. 



Discussion 
•  Limit in the number of threads per block and 

blocks per grid that has to be considered.  
•  Not all algorithms are suitable for GPU 

acceleration. 
•  Future work will test all possible GPU 

parameter’s configuration including the use 
of more than one GPU, and to compare 
them with other parallel architectures. 
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